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Recent work by Cruickshank on the accuracy of atomic co-ordinates obtained in Fourier syntheses is 
here related to that of Cochran on the connexions between the least-squares and Fourier methods. 
Except when the atomic peaks are not resolved, it is shown that the same co-ordinates and estimated 
errors are obtained by the method of least squares and by appropriately weighted Fourier series 
(corrected for finite summation). An expression is obtained for the relative accuracies of the 
weighted and unweighted Fourier methods. 

1. Introduction 

The purpose of tMs paper is to relate and extend two 
of the approaches which have recently been made 
to the problem of the determination of atomic co- 
ordinates and their accuracy. In one approach (Cox & 
Cruickshank, 1948; Cruickshank, 1949) it has been 
shown how to estimate the standard deviations of co- 
ordinates derived by the Fourier method, when cor- 
rected for finite summation. In the other approach 
(Cochran, 1948a, b) relationships have been obtained 
between the Fourier and least-squares methods. 

According to the former approach the standard 
deviation of an atomic co-ordinate (in an orthogonal 
cell) derived from a Fourier series, after correction for 
finite summation by Booth's (1946) method, is 

¢(xr¢)=V a-~. ~ ' 

where x~¢ is the j th  co-ordinate of the rth atom 
( j =  1, 2, or 3), a t the cell side, he the plane indices, 
A F = F o - F  ~, a~p/~xy is the curvature of the peak in 
the xj direction, and ~ denotes summation over all 

3 
planes included in the series. This estimate and the 
finite-series correction are valid assuming 

(1) the AF's may be treated as independent; 
(2) the shapes of the observed and calculated peaks 

near the maxima are the same; and 
(3) the peaks are resolved and the finite-series cor- 

rections small. 

I t  has since been realized that  (1.1) is incorrect for 
certain positions in the unit cell in systems with sym- 
metry relations which permute the plane indices, e.g. 
f f  Fhk~=Fz~=F~zh. The correct formula in this case 
is given in § 4. 

2. Determination of  atomic co-ordinates 

Coehran's relationships between the Fourier and least- 
squares methods may be obtained in the following way. 

Let u be t h e t o t a l  number of independent planes 
observed, and let ~] denote a summation over those u 

planes, a summation which must be distinguished from 
~], which includes all planes dependent on these u 
3 

planes. 
In Hughes's (1941) application of least squares the 

required atomic co-ordinates are those for which 
~w(Fo-Fc )  2 is a minimum, w being the weight given 

to one independent 'observation'. This expression may 
be rewritten ~wl (Fo-Fc )  2, where, ff s is the multi- 

3 
plicity of a plane, w = wls. The co-ordinates x~- satisfy 

~Fc 
. ~3Wl(Fo--Fc)~xr=O, (2-1) 

~F~/ax~ denoting differentiation of the calculated 
structure factor with respect to one of the atomic 
parameters, so that, ff t atomic co-ordinates are deter- 
mined by symmetry from this one parameter, aFc/ax~ 



D. W. J. C R U I C K S H A N K  155 

is a sum of t terms of the type (ff there is a centre of 
symmetry) ~- (2n/a~) hff~ sin 0. But, by the symmetry,  
all of the t sums 

E ~ w  2~ h~f~sin 0 
3 16i 

are equal, and on taking the one involving xr~ we have 

2 ,  Zw~h~f~(Fo-F~) sin 0~=0, (2.2) 
ai 3 

where 

Hence 

1 27r 
- - -  - -  Zw~hi f~Fosin  0~= _ 1  2~r Zw~hif~F~sin 0~, 

V ai s V a~ s 
(2.3) 

so tha t  the slopes at  xr of the 'dens i ty '  functions 

1 Z w l f r F  ° cos 0 P°=-~ (2.4) 

1 Ew~f~F~ cos 0 (2.5) and P~=-V a 

are equal. 
Thus, with the obvious generalization of assumption 

(2), the positions of the maxima of the r th peaks of 
po and p~ are the same; and, with assumption (3), the 
co-ordinates derived either by least squares or by the 
Fourier series (2.4), with correction for finite sum- 
mation (and peak overlapping) by (2.5), are the same. 
If  the f 's  of the different atoms are not proportional 
for varying reciprocal radii, more than one weighted 
Fourier synthesis will be necessary to get the best 
determinations of all the co-ordinates. However, there 
will probably be little loss of accuracy by using the 
same form of f curve as a weighting factor for all the 
peaks. When w~= 1/fr the p 's  become the electron 
densities po and p~. Cochran has also pointed out that ,  
when w~= 1, the/o 's  may  be regarded as the electron 
densities obtained when the F ' s  are multiplied by the 
artificial temperature factor a = f r  (Brill, Grimm, 
Hermann & Peters, 1939). 

Booth (1947), for ease of calculation by automatic 
machines, has suggested tha t  atomic co-ordinates may  
be found by minimizing the function 

R~ = ]~w" ( F~o - F~)~ ~" . 
u 

Assuming the errors AF are small compared with 
the F's,  when w"=w/F~o, the co-ordinates and the 
estimated errors obtained by minimizing R~ or 
~ w ( F  o-F~)  ~ are the same. 
u 

3. S t a n d a r d  d e v i a t i o n s  o f  the  c o - o r d i n a t e s  

In  the following discussion some standard results of 
least-squares theory are quoted; they  will be found i n  Now 
many of the treatises on statistics (e.g. Whittaker & 
Robinson, 1940, Chap. 9). 

To estimate the errors of the least-squares deter- 
mination introduce assumption (1), tha t  the AF's may 
be treated as independent. The arguments for this are 
the same as those in § 14 of Cruickshank's (1949) paper. 
The estimate of the standard deviation ~ of an obser- 
vation with unit weight is 

~ =  ZwAF~/(u-v)= ZwlAFT(u-v), (3.1) 
u 3 

where v is the number of unknown parameters and u 
again the number of independent F values. Denoting 
the nnknowns byxl ,  x2, ..., Xr, ..., xv, define D as the 
determinant 

D =  b n b12 ... bl~ 

I b12 . . . . . . . . .  , (3.2) 
. . . . . . . . . . . . . . . . . . . . . .  

blv . . . . . .  b~ 
where 

b,= ~ k ~ / k T x ~ / =  ~Wl,--,~ kax~/k~x~/" (3.3) 

I f  Brr is the r th  principal minor of D, then the 
estimate of the standard deviation ~(xr) of x~ is 

o'9(xr) = o'9"Brr/D. (3"4) 

This is a general result. I f  the terms bri(j~-r) are small 
compared with b~r (implying that  the peaks are well 
separated in an orthogonal cell) 

B ~ / D =  1/brr. (3"5) 

For structures not involving symmetries of the type 
Fhk~ = F~hk, and assuming tha t  the co-ordinates of this 
peak are general, we have, on taking the mean value 
of sin ~ 0 = ½, 

(;) 
which is obtained by considering the number of non- 
identical sin 0 terms which occur in aFc/OXr (t and s 
are defined close to equation (2.1)). Hence 

~2(x~) = ~ / a i ~  t2 Z(Wlh~f]/s).3 (3.7) 

By the definition of the weight w, the standard 
deviation ~(AF) of AF satisfies 

~2 = w~2(AF) = wls~2(AF), (3.8) 

being the standard deviation of an observation with 
unit weight. The generalization of (1.1) for the p 
density is 

__ 2 ~. ~. ~. (3"9) (r(xr~) = V  ai 

On substituting ~(AF) for AF from (3.8) we get 

z ( x , ) = ~  a-~ Zw, hy/3/s -~x~ " (3-10) 

asp _ 1 4~ ~ Z w i h ~ f  r cos 0,i (Ef~ cos 0i). 
0x~ V a~ 3 
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If  we neglect cross terms in which O~O~j as in (3.5) and 
proceed as in (3.6) we have approximately 

O~p 1 47/.2 Z~_ 2 2 
-- w lh¢ f  r. (3.11) 

The factor t/s, which might not have been expected, 
allows for those planes which are absent from the 
summation owing to symmetry. 

Substituting (3.11) in (3.10) we get (3"7), thus 
checking that, when the peaks are resolved, the errors 
calculated either from least squares or the Fourier 
method are the same. Since the same co-ordinates and 
estimated errors are obtained by the two methods 
(when the peaks are resolved), the choice of method is 
purely one of ease in calculation. 

4. Further statistical problems 

We shall now discuss the errors in the slope of the 
electron density when the symmetry relations involve 
permutations of the plane indices. Suppose 

F~kz = F~k = Fkzh, 

and that  we are considering the error in the slope at 
(x, x, x). In equation (11.7) of Cruickshank (1949), the 
coefficient of A F ~  z will be 

( h + k + l f  [sin 01-  sin (-01) + ...]2, 

which has a mean value in the cell equal to (h + k +/)2~2 
where m is the number of planes related to F ~  z by 
relations involving negative indices. The error in the 
slope will be given by summing 

27r E(h + k + l )~2AF 2 
aV 

over all independent AF's. 
Two points concerning estimates of standard de- 

viations and significance tests will now be dealt with. 
Equations (1.1) and (3.9) are strictly accurate only 

when ¢(AF) is substituted for AF. If  the AF's are the 
final residual AF's obtained from the least-squares 
calculations, then ~ w A F  2 will be an estimate, not of 

u~ 2 but of ( u - v )  ~2, because the least-squares process 
imposes v constraints on the AF's. This is the reason 
why (u -v )  appears in the denominator of (3.1). Con- 
sequently estimates of ~(xrj ) from (3.9) using AF's 
given by the final atomic co-ordinates should be 
multiplied by a factor [u/(u-v)]½. When the number of 
parameters is small compared with the number of 
observations, and when the AF's are estimated from 
F's  calculated for positions before the final correction 
for finite series (so that they are a little larger than the 
final AF's), no great error will be made by omitting the 
factor [u/(u--v)]½. 

In applying significance tests to discussions of differ- 
ences in bond lengths (see Cruickshank, 1949, § 3) the 
statistic 3lie'(l) is used, where $1 is the difference in 
the bond lengths an& ~(1) is the estimated standard 

deviation of 31. When ( u -  v) is large ~r(1) may be treated 
as an accurate estimate of the standard deviation, and 
since ~l is normally distributed, the significance levels 
of the normal law (given in the above-mentioned paper) 
should be used. When (u -v )  is small, say less than 30, 
¢(1) is an uncertain estimate of the standard deviation; 
accordingly the values of 3lie'(l) for the different levels 
of significance have to be increased. A discussion of 
this type of problem is given by Kendall (1946, 
§§ 21.24-21.31). 

5. Standard deviations by the weighted and the 
unweighted Fourier methods 

We shall now calculate the ratio of the errors O'L(Xrs ) 
of the weighted Fourier or least-squares methods to 
those ~ (x~)  of the ordinary unweighted Fourier 
method. Substituting cr(AF) from (3.8) for AF in (1.1), 
and using (3.11), we have for the standard deviation 
~F(xrj) of the ordinary Fourier method 

t 2 

Hence, using (3.7), the ratio is 

which is perhaps more easily appreciated ff written in 
the form 

(N.B. the summations include w 1 not w.) 
By the algebraic properties of the right-hand side of 

(5.3), except when wl= 1/f~., O'L(X~. ) < o'F(xr) , as is in- 
tended by the least-squares method. In my earlier 
paper (Cruickshank, 1949, § 16) I suggested that  the 
errors in least-squares determinations would be a little 
larger than those of the ordinary Fourier determina- 
tions. This is correct when applied to the r.m.s, error 
over the whole cell of the density or slope of the 
calculated structure; it is incorrect, by the above 
argument, when applied to the atomic co-ordinates. 

6. Discussion 

We can now comment on methods of obtaining accurate 
atomic co-ordinates. Apart from considerations of 
actual computing technique, there seems no reason in 
many cases why the ordinary process of Fourier refine- 
ment (with final correction for finite-series effects) 
should be replaced by weighted ~yntheses or least- 
squares methods at the beginning of a structure deter- 
mination. Besides giving the atomic co-ordinates, the 
electron-density plots give much useful information, 
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which is not given by  weighted density plots. The 
standard deviations of the co-ordinates obtained at this 
stage can be calculated by (1.1). I f  the accuracy is 
insufficient for the required purpose, (5.3) can be 
evaluated to find out whether the increased accuracy of 
the weighted series would be large enough to justify 
their use. 

The first step is to assign weights to the observations. 
Since the F~'s are directly involved in the process of 
determining the atomic co-ordinates, the weights must 
be estimated from the AF's ( A F = F  o-Fc) .  For this 
the AF's at the last stage of the ordinary Fourier re- 
finement may be used, since the small shifts which may 
follow later will reduce them but little (see Cruickshank, 
1949, § 14). The actual scheme of weighting will 
depend on the particular data, and it should be care- 
fully checked for suitability. The frequency distri- 
bution of A F C w  should be approximately normal; this 
may be checked by Pearson's g ~ test of goodness of fit 
(see, for example, Weatherburn, 1947, § 79). If  we 
define q by 

~ w A F  = uq 2, 
u 

it is also important tha t  

q2~h~ - ~wheAF ~, (6.1) 
u 

with similar expressions involving k and 1. These help 
to ensure a proper variation of w with reciprocal radius. 
Having assigned the weights, we can calculate (5.3) to 
decide whether it is worth proceeding with the weighted 
synthesis. 

Approximate calculations with the dibenzyl data 
(Jeffrey, 1947; Cruickshank, 1949) indicate tha t  an 
improvement of the order of 25 % in the standard 
deviations might be obtained in this case by using 
weighted syntheses; i.e. the standard deviation of a 
co-ordinate would be reduced from 0.0074 A. to about 
0.0056 A. I t  would be very desirable to pronounce with 
confidence on bond-length differences of 0.010 A. ; for 
this the co-ordinate standard deviations would have to 
be 0.0025 A. or less. If  the dibenzyl figures are typical, 
despite improvements by using weighted syntheses, 
attention will still have to be directed towards reducing 
the AF's, possibly more by improving the molecular 
models used in calculation (which will improve the 

series-termination correction) than by improving the 
accuracy of intensity measurement. 

The chief possibility of mis-estimation of error either 
in the least-squares or the Fourier process is if assump- 
tion (1) is not f u1flled. This was discussed in an earlier 
paper (Cruickshank, 1949, § 14), and it was shown that  
the estimated errors could be either too large or too 
small. An important feature is the accuracy of the 
finite-series correction, which requires tha t  the peaks 
and ripples of the observed and calculated densities 
should be nearly the same. This may be checked by 
examining Ap =Po-Pc; if the slopes of Ap are zero in 
regions around the atomic centres, and if no periodic 
diffraction ripples are present, then the finite-series 
corrections have been accurately made and the errors 
may be overestimated by using AF = F o -  Fc; on the 
other hand, if substantial diffraction ripples are present 
in Ap, the errors may be overestimated. Brill et al. (1939) 
have suggested that  Ap maps may also be useful in 
locating hydrogen atoms; because ffPc does not contain 
any hydrogen atoms, the H atoms, if detectable, will 
appear as maxima in Ap which may be easier to locate 
than the slight bulges in the ordinary contour lines. 

I should like to thank Dr W. Cochran for suggesting 
some improvements in the presentation of this paper, 
and Mr A. P. Robertson for discussions on statistical 
problems. 
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